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TIMS DIA-NN 3.0: Improved Algorithms to enhance peptide detection with confidence and accuracy
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Fig. 1. Iterative improvements in accuracy and precision. A multi-
species mixed dataset with know ratio between two samples
measured in quintuplet on was analyzed with different version of TIMS
DIA-NN. (A) Scatterplot of ratio vs intensity colored by species. (B) log?2
protein ratio between the two samples for each species and (C) the
coefficient of variation in the quintuplet measurements.

TIMS DIA-NN has been iteratively improved since its
initial release. We investigated the improvements in
accuracy and precision following the integration of a
Gaussian correlation score for peak detection in neural
network analysis, peak boundary detection in
chromatograms, and fragment ion selection for MBR to
improve reproducibility. We show that average CV in
D3.0 is <10% (see Fig. 1) and has similar accuracy to

ther algorithms (data not shown).

We next analyzed a cross-site study employing 5 min
active LC gradients and with each site producing a
minimum of 10 replicates. On average, >6200 protein
groups were identified in each injection, using library

consisting of >500,000 precursors mapping to >13,000
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'otein groups, without employing MBR.

ent

Of the

s >96% (6038 protein groups)
could be quantified with a CV=20%, while 80% (5055
protein groups) could be quantified with a CV<10%.
Similarly, >92% of precursors could be quantified witr
CV<20%. Additionally, the overlap of protein groups anc
peptides was excellent (see Fig. 2 G&H).
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Taken together, tim system together with 4D-
Proteomics algorithms (such as TIMS DIA-NN, as well
Spectronaut, DIA-NN, Fragpipe, MaxQuant and others)
are capable generating data that leads the field in
Jantitative performance allowing users to gain true

neaningful biological information from their samples.
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Fig. 2: Cross-site study on variation. Raw data from four labs were
processed with TIMS DIA-NN 3.0 using a human spectral library and
without MBR. The average number of protein groups (A) and
precursors (B) identified and quantified at CV<20% and CV<10%
across all sites. The number of protein groups (C) and precursors (E)
identified and quantified at CV<20% and CV<10% at each site. The
CV for all protein groups (D) and precursors (F) at each site. Overlap
of protein groups (G) and precursors (H) was very high.

Conclusion:

= TIMS DIA-NN 3.0 improves accuracy and precision over
previous versions, allowing for reliable quantification of dia-
PASEF data.

= TIMS DIA-NN 3.0 was able to quantify >96% of protein
groups with a CV<20% from a 5min LC gradient.

= TIMS DIA-NN 3.0 has been integrated into the ProteoScape
platform.
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